Data Product Metadata Management: an
Industrial Perspective

Anonymous Authors

No Institute Given

Abstract. Decentralised data exchanges are promising alternatives to
monolithic data lakes and warehouses which are typically emerging around
complex service solutions. At the same time, novel frameworks such as
data meshes and markets as well as community data spaces, shift the re-
sponsibility of providing data from central data offices towards domain-
oriented data providers. In theory, this removes some of the bottlenecks
of traditional data management solutions. In practice, the road towards
achieving such goal is a long way ahead. In this work, we provide an
industry perspective on the implications for such work, with a focus
on metadata management; the work in question draws from an in-vivo
action research approach we enacted at a major German automotive
company that is transitioning to an internal decentral data market. Our
results provide insight into an industry perspective on the requirements
for metadata management. Additionally, we propose and validate a so-
lution design for metadata management in decentralised data exchanges
based on semantic web service technology.

Keywords: Data Mesh - Data Market - Data Product - Metadata -
Semantic Web

1 Introduction

Despite the promises of big data to revolutionise the way companies do busi-
ness, many organisations still grossly fail to fully capitalise on the data they are
generating '. For example, several surveys and market analyses show that 60%
to 85% of data analytic and data science initiatives never make it to produc-
tion [18]. Critics have blamed this inability to make full use of data inside an
organisation or company on the monolithic service-oriented approaches typically
exploiting such data—e.g., data lakes and warehouses—that are nowadays the
standard architecture approach for storing and exchanging data [15,11]. The
main downside of these monolithic approaches is that they fail to scale with the
number of data sources on the one hand and data science and analytics use cases
on the other [15,25].

To address these shortcomings, grey and white literature is showing increas-
ing interest in decentralised data exchanges, such as data markets [6], data
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meshes [9], and data spaces [19]. Despite some minor differences in how these
platforms approach the sharing and exchange of data, their approaches all focus
on offering data as a product/service and are heavily inspired by the microservice
paradigm [17,16]. Whereas monolithic approaches rely on a central data office
to facilitate data management, in decentralised data exchanges, data providers?
are responsible for taking (operational) data from their domain and providing
it in a manner that is fully optimised for consumption by data consumers from
across the organisation.

Despite the theoretical promises of decentralised data exchange platforms,
many challenges currently impede their effective implementation and migration.
As far as we know, no company or organisation claims to have successfully organ-
ised its data exchange in accordance with any proposed theoretical framework.
Currently academic studies, [11,15,9], and grey literature [25,23| focus on high-
level architectural concerns, as well as categorising the challenges and solutions
associated with migration and design [6,3]. In this paper we explore one such
challenge, namely metadata management for achieving interoperability between
data products (i.e. relating disparate data sources) in a data exchange. To sup-
plement the existing work, we take the industrial perspective of a large German
automotive manufacturer who is in the process of transitioning from monolithic
architectures towards a decentralised data exchange.

The rest of this paper is organised as follows: In the next we section we dis-
cuss relevant works on metadata management for decentralised data exchanges.
Section 3 introduces the industrial context provided by the company where our
research took place. Section 4 describes how we leveraged design science research
to arrive at the above contributions. Then, in section 5 we present the results
of our research. Finally, in section 6 we discuss the threats to validity in our
research approach, the implications of our work and suggestions for follow-up
research.

2 Related Literature

We observe that metadata management for internal data exchange platforms
is still very much in its infancy. Indeed, Eichler et. al. discuss state-of-the-art
metadata management and conclude that there is a research gap in metadata
management, especially for internal data markets [7]. Some works do exist that
focus on the exchange of data between companies and organisations. For example,
Roman et. al. present an ontology and show how it can be used to harmonise
data from different organisations using well-established ontology development
methods [20]. Similarly, Spickermann et. al. present a metadata model for data
products in the context of commercial data markets [21].

When it comes to internal data exchanges, proposed solutions for metadata
management tend to focus on modelling (meta-)data in knowledge graphs us-
ing semantic web technology [26]. For example, Hooshmand et. al. emphasise

2 Alternatively called data owners, (data) product providers, or (data) product devel-
opers [6].
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the power of semantic web technology to capture and combine domain knowl-
edge on business objects and technical information on data assets. They propose
a transition towards a decentral data mesh for managing data in the product
lifecycle management landscape and discuss how different domains can have sep-
arate knowledge graphs that can be mapped to achieve interoperability; however,
they do not discuss explicitly what metadata management should look like [11].
Other relevant solutions for metadata management have been proposed in the
context of centralised architectures. Stach et. al. note the advantages of semantic
web technology in terms of ease of use for data consumers who are not experts at
data modelling and propose a method for describing desired data products [22].
Similarly, Dibowski and Schmid introduce a full ontology for describing data
assets on (internal) data lakes and explain how this improves the discoverability
and reusability of data [4].

Despite the clear potential of semantic web technology for (internal) de-
centralised data exchanges, to the best of our knowledge, no investigation has
explored how this metadata management approach would meet industry re-
quirements. In fact, there is no clear overview of what industry requirements
for metadata management are in the context of decentralised data exchanges.
The DAUTNIVS? baseline usability attributes of data products proposed by
Dehghani are perhaps the closest literature has come to such an overview [3].
However, these are high-level, focus on the entire architecture and do not impose
any requirements on metadata management per se. This paper aims to address
this gap in the literature by trying to ascertain whether and how semantic web
technology can be used for metadata management for (internal) decentralised
data exchanges. In doing so, we provide the following contributions:

1. We provide an industry perspective on the requirements for metadata man-
agement for data products in an internal data exchange that supplements
existing theory.

2. We conceptually show how a metadata management approach based on se-
mantic web technology can be applied in decentralised data exchanges.

3. We validate that this approach addresses all of the identified requirements
in an industrial setting.

3 Industrial Context

For our investigation of interoperable data products, we engaged the IT division
of a major German automotive manufacturer, which we refer to as the Data
Market Implementation Team (DMIT). The company was experiencing chal-
lenges in effectively sharing data, and the DMIT was investigating new ways to
tackle these challenges with an internal data market. The automotive manufac-
turer operates with a multi-billion euro revenue in a global market, is organised
in several organisational units across multiple continents, employs more than

3 Discoverable, Addressable, Understandable, Truthful, Natively Accessible, Interop-
erable, Valuable



4 Anonymous Authors

100.000 employees, and has numerous partner companies in its business ecosys-
tem. Importantly, the operations of this company are not limited to manufactur-
ing but extend to different post-sales services as well. This collaboration allowed
us to approach the problem in an industrial setting and get direct input from
real-world data providers, data consumers and infrastructure providers.

Data Providers Data Consumers

Platform Providers

Data Lake @

> Point-to-point consumption >

Fig. 1. A high-level overview of the original centralised data management architecture.
Data providers control the operational systems that host the data sources. Platform
providers build ETL pipelines to ingest the data into one or more data warehouses or
data lakes that offer a single, centralised interface for consumption. Data consumers
consume the data through this interface or set up direct, point-to-point connections for
consumption. Metadata management is orchestrated centrally in the data warehouses
and lakes controlled by the platform providers.

Figure 1 shows a high-level overview of the original centralised data man-
agement architecture. Like many large companies, the automotive manufacturer
had formulated a strategy for transitioning towards a more data-driven business
model, hoping to expand its analytical and data science capabilities by taking
data from its operational environment and sharing it with data consumers across
the company. As a result, data warehouses and data lakes were created on top
of the domains’ operational databases. These monolithic platforms ingest opera-
tional data through ETL (Extract, Transform and Load) operations and offer a
central interface to data consumers. Interoperability between data from different
sources is orchestrated inside data warehouses and data lakes by one or more
centralised teams of platform providers.

However, despite efforts to standardise the infrastructure across the com-
pany, different requirements in the various domains and the existence of diverse
legacy systems resulted in a heterogeneous landscape for both the data man-
agement architecture and the use cases that relied on it. Consequently, many
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data consumers were struggling to find and consume relevant data. In fact, the
most effective use of data happened either inside domains (where the consumer is
close to the provider) or through point-to-point connections (where the consumer
can control the entire pipeline). Top-down efforts to improve the situation came
from central management through the development of policies and standards
that specify the requirements (e.g., legal compliance and responsibility manage-
ment) and general guidelines for managing data (e.g., a data product life-cycle).
At the same time, bottom-up initiatives came from the domains themselves,
several of which had started developing their own platforms for data sharing.

These efforts notwithstanding, the problems mentioned in section 1 are also
facing the existing data management architecture shown in fig. 1:

1. The platform providers struggle to keep up with the increasing amount of
data that needs to be on-boarded; as for each new request from data con-
sumers, a new ETL pipeline has to be created and maintained to integrate
the data into the data warehouse or data lake. Similarly, data consumers
struggle to create and maintain a large number of point-to-point connec-
tions with sources outside their domain and expertise.

2. The central platforms are not designed for highly heterogeneous use cases.
For example, one use case focused on “Noise Vehicle Harshness” (i.e. the
sound inside a vehicle under different conditions), but the platform was not
designed with audio data in mind and making the required changes was
expensive.

3. Finally, it became apparent that the separation of data providers and data
consumers hindered effective data exchange. Data consumers had difficulties
understanding what data was offered and how to make optimal use of it,
while data providers were unaware of many use cases that required their
data. Meanwhile, although highly proficient with the technical aspects of
handling data, the platform providers lacked a nuanced understanding of
both the data provider and the consumer’s domains.

The first and last problem, in particular, are caused by the centralised meta-
data management used to achieve interoperability in the existing architecture:
platform providers are unfamiliar with the ground truth of the source domain,
which makes it challenging to create and keep up-to-date metadata. Moreover,
because the data consumer is two steps away from knowledge about the data
source, it is harder to understand and hence integrate the data.

In order to address these challenges on a company-wide level, the company
is currently setting up an internal data exchange. Amongst other things, this
involves creating the first data products that can work as pioneer projects and
guide the transition towards a federated data exchange platform. Although the
initial focus of this platform is internal (i.e. inside the company), we observe
that this platform truly is a data market following the definition of Driessen et.
al. [6] because it focuses not merely on data sharing but rather on data exchange.
This can be seen from the fact that 1) the ultimate goal of the platform is to
exchange data products also with external organisations, and 2) even though
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data products are not yet exchanged for money, the company recognises that
some kind of reciprocity is desirable for data exchanging?.

The DMIT had already implemented several core aspects of a data market,
such as a corporate data catalogue and a policy engine for creating and enforcing
data usage policies. However, it was still looking for a standard for creating
metadata that promoted reuse and interoperability. Our goal, therefore, was to
come up with the best way to manage data product metadata such that it achieves
interoperability and, by extension, reuse.

4 Research Methodology

We employ the design science research approach, which focuses on creating and
evaluating artefacts to simultaneously address industry-relevant relevant prob-
lems and contribute new knowledge to the scientific community [10]. As shown
in fig. 2, our method consists of three steps in the design cycle: problem evalua-
tion, treatment design, and treatment validation [27]. Below, we describe each
of these steps individually, after which section 5 describes the results of each
step and how these results informed the consecutive steps.

. Problem Evaluation

Expert Opinion
. Treatment Design
. Grounds .
Literature Validates
Treatment Validation
Defines X
Goals & Problems Requirements
Expert Interviews Addresses
Provides

D Source of Information
i Scenarios &
Validates

O Result of the study Mockups,

Fig. 2. A figure of showing how our methodology relates the results of the study. The
rectangles show external sources of information and the ellipses show results presented
with this paper. Additionally, the steps of the design cycle [27] are grouped by colour.

Problem Evaluation During the problem evaluation, we started by investi-
gating existing literature reviews on decentral data exchanges in conjunction

4 Several options to incentivise data providers have been considered, but these are not
the focus of this work.
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with repeated interviews with experts from the DMIT, to establish who would
be the main stakeholders affected by the implementation of the internal data
market. These efforts yielded three stakeholders. 1) The data provider, who is
ultimately responsible for the data product. 2) The data consumer, who is the
intended user of data products. 3) The platform provider, who is responsible
for the IT infrastructure of the decentral data exchange, including the metadata
management. Afterwards, we selected several experts from across the company
with perspectives for each type of stakeholder, who were then interviewed to
establish the different stakeholder goals and problems.

Treatment Design Based on the goals identified in the interviews and the
context provided by the DMIT, we specified the requirements for our treatment
and established how satisfying those requirements would contribute to the stake-
holder goals. We then considered existing literature on metadata management
for effective data sharing and found that an approach based on semantic web
technology had the potential to address all the identified requirements.

Treatment Validation In order to validate our proposed solution, we relied
on expert opinion whereby various stakeholders are asked to evaluate a potential
solution by coming up with potential problems and benefits. [27,2,14]. To help
validate that our solution addresses the requirements, we created and described
several scenarios for creating, updating, combining and reusing data products
and metadata. Furthermore, one or more mock-ups were created for each sce-
nario to illustrate how our solution addressed the corresponding requirements.
Afterwards, the scenarios and mock-ups were presented to experts from various
domains. This included the interviewees from the problem evaluation step and
members of the DMIT, who were asked for feedback. Finally, a workshop was
organised where our findings were presented to a large audience of over 50 stake-
holders at the company. At this point, feedback was solicited again from these
stakeholders.

5 Results

This section discusses the result of our investigation in three steps. First, we in-
troduce an overview of the goals, problems and requirements. Afterwards, a high-
level metadata management solution for decentral data exchanges is presented.
Finally, we discuss how this solution was validated in an industrial context.

5.1 Problem Evaluation

In order to accurately identify the requirements for interoperable data product
metadata management, we performed interviews with ten expert stakeholders
across the company. The experts were selected in consultation with the DMIT
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to represent the perspectives of the different stakeholders on data exchange. Ad-
ditionally, as reflected by table 1, we consciously tried to interview people from
various departments with varying levels of expertise and seniority. However, one
challenge that arose was that there were no real data providers yet. This seems
likely to occur in many organisations looking to transition towards a decen-
tralised data exchange architecture. As mentioned in section 3, in the existing
landscape of centralised architectures such as data warehouses and data lakes,
onboarding data is the responsibility of a central team of platform providers. Part
of moving towards a decentral data exchange entails moving these responsibil-
ities to domains’ expert data providers who work directly with the operational
data [3]. In order to still get the data provider’s perspective, we selected inter-
viewees that had all been involved in previous initiatives to improve the existing
data exchange infrastructure. Consequently, they were platform providers that
had explicitly considered the challenge of onboarding new data assets, if not data
products.

Table 1 shows the characteristics of the interviewed experts. On the one hand,
the interviewees’ experience with the existing data exchange infrastructure and
its limitations made them ideal candidates for our investigation because they
had already considered the goals and problems for their own initiatives. On the
other hand, the emphasis on different perspectives (both domains and roles)
ensured that we would not end up with a subset of relevant problems, goals and
requirements.

The interviews themselves were semi-structured, focusing on existing pro-
cesses and desired processes for data exchange and the planned internal data
exchange. Each interview was recorded, after which we distilled goals and prob-
lems to supplement existing literature. The goals and problems that resulted
from these interviews are described in tables 2 and 3 respectively and are dis-

Role Job Title Work Experience Department

P Enterprise Data Architect 23 years Enterprise Architecture

P Manager Enterprise 7 years Enterprise Architecture
Architecture

P IT-Consultant /TT-Manager 23 years IT Digital Services

C & P Data Manager 17 years Product Digitalisation

C Manager Data Governance Office 25 years Finance & Controlling

P Technical Lead/Methods & Tools 12 years IT Product Engineering

C IT Project Manager 10 years Big Data & Al

P BI & Analytics Architect 8 years Technical Architecture

Finance Analytics

C & P Manager Enterprise 29 years Enterprise Architecture
Business Architecture

P Manager Technology Strategy 15 years External Consultant

Table 1. Overview of the interviewed experts. Providers (P) gave their perspectives on
both the platform providing and the data providing. Consumers (C) provided insights
for the consumption of data.
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cussed below per stakeholder. Following the definition provided by Wieringa
[27], we consider goals to be “the desires that stakeholders are willing to commit
resources to”. In contrast, the problems describe the obstacles to achieving these
goals that the interviewees expect to run into that proper metadata management

can address.

Stakeholder Goal Problems Freq.
Data G1 Prioritise data assets to turn into data P1 P2 7
Provider products.
G2 Create and maintain data products P2 8
in a cost-effective manner.
G3 Convincingly express the value of data  P1 P3 P4 8
products.
Data G4 Discover and understand relevant data  P1 P3 P4 7
Consumer products.
G5 Consume & combine data products. P5 8
G6 Incentivise the creation of relevant new P1 P2 P6 5
data products.
Platform G7 Create and maintain metadata tools as  (P1-P6) P7 8
Provider part of easy-to-use self-serve infrastructure.
G8 Extend internal platform to external data P8 2

exchanges.

Table 2. The different goals and corresponding problems for each stakeholder. The
frequency column shows how many of the interviewed experts (out of nine) mentioned

each of the goals.

Problem Description Freq.

P1 There is a gap between the domain knowledge of data providers 7
and data consumers.

P2 It is costly to (learn how to) create and maintain data products. 8

P3 Similar or identical business objects can lead to significantly 4
different data products.

P4 It is challenging to understand data product semantics. 7

P5 Combining data from different sources is technically challenging. 8

Peé Sometimes data is not available but still desired. 5

P7 End users lack data engineering expertise. 8

P8 External organisations might use different standards. 2

Table 3. There are seven problems that the interviewees expect to run into, which
describe the obstacles faced by the three main roles. Proper metadata management in

an internal data exchange should try to address these problems.
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Data Provider The data provider has three broad goals in the data exchange,
the first of which (G1) is to decide which data assets would make the most valu-
able data products. However, as captured by P1, whenever the data consumer
and the data provider come from different domains, it becomes challenging to
assess what data products are relevant in the context of the data consumers
domain [8,13]. Lack of data engineering expertise and the costs associated with
creating and maintaining data products (P2) reinforce the need to prioritise
when creating data products.

After identifying which data assets to turn into products, the second goal for
data providers in an internal data exchange is to create and maintain these data
products (G2). The literature describing a transition towards a decentralised
data exchange platform emphasises that one of the greatest challenges in this
transition is the organisational “left shift” whereby domains have to take on the
new functional responsibilities of providing data [3]. Our interviews confirm
that it is especially challenging to onboard new data providers, particularly if
the process of creating and maintaining data products is perceived to be costly
(P2).

Ensuring that data products are valuable by prioritising is crucial to the
success of an internal data exchange. However, this is not enough for the data
provider, as they must also convey why and how the data product is valuable
to other actors (G3). First among these actors are the data consumers, who
might not understand the value, leading to an unused data product. However,
many interviewees also explicitly expressed the need to convince colleagues and
management from the provider’s domain of the necessity of spending resources
on creating and maintaining data products. This is because without the support
from these colleagues and managers, providing data is not a sustainable activity.
The gap in knowledge between data providers and consumers (P1) makes it
hard for data providers to convey this value. In contrast, the overall difficulty
of understanding the semantics of data products (P4) hinders the consumers’
efforts to recognise it. Finally, several interviewees reinforced an idea proposed
in literature [12] that it is quite difficult to figure out which data is relevant
for them whenever multiple data sources are available that describe the same
business object from the perspective of different domains (P3).

Data Consumer The data consumer also has three goals: the first one is to
understand semantically what is being offered on the internal data exchange so
they can choose what data to consume and how to do it (G4). As mentioned in
section 3, this includes the context of the data, the meaning of the different values
and attributes, but also the relevant policies and service level agreements. This
goal is similar to G3, only viewed from the consumer’s side. The problems that
can be addressed by metadata management are also the same. In particular, the
fact that it is challenging to find and understand relevant data products (P4)
is reinforced by the gap in knowledge between data providers and consumers
(P1). Additionally, as noted above, differentiating between data products from
different domains can be especially challenging (P3).
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Once the data consumer understands the semantics of the data product, their
next goal is to integrate the data in their use cases, either directly or by com-
bining it with other data (G5). Even if the consumer fully understands the data
provider’s offering, there are still technical challenges associated with consuming
and combining data products. In particular, even if it is clear what each attribute
in the data product means semantically, this does not automatically lead to a
way to connect it to other data (e.g. through schema matching) (P5) [§].

Finally, our interviews revealed that data consumers wanted the ability to
discover what data assets existed in operational systems and incentivise the cre-
ation of data products offering data perceived as useful (G6). This goal directly
tries to address the problem that sometimes data is not available but still de-
sired (P6). Additionally, understanding what data exists in operational systems
is challenging when these systems exist in domains that are separate from the
consumer (P1). Furthermore, Incentivisation is hindered by the perceived costs
that the data consumer incurs when creating a data product (P2).

Platform Providers The platform providers are charged with creating the
internal data exchange on which the data products are exchanged. As such, their
main concern is to provide the infrastructure that allows the data providers and
data consumers to achieve their goals and overcome their problems (P1-P6).
However, as data providers and consumers are generally not data engineering
experts (P7), this infrastructure should come through the creation of an easy-
to-use self-serve infrastructure layer [3] (GT7).

In addition to addressing the goals and problems of the data providers and
data consumers, however, the interviewees from the DIT also expressed the wish
to expand their internal data exchange in the long term to work with external
platforms such as the Catena-X initiative [1] which connects automotive data
platforms (G8). The problem that we foresee with this goal is that standards
and metadata management initiatives that are developed internally for the au-
tomotive company might not extend easily to other platforms (P8).

5.2 Treatment Design

Based on the goals and problems described above, we formulate five require-
ments that any approach for metadata management in a decentral data exchange
should try to meet. The requirements are shown in table 4 and are discussed in
detail below.

The first requirement (R1) is a direct consequence of the same goals and
problems that motivate a transition towards decentralised data exchanges. Un-
derstanding the semantics of the data (e.g. which business processes are involved,
how it is collected and for what purpose) is essential for discovering and under-
standing data (G4). Central data offices are not as familiar with these aspects
of the data as data providers from the domain, who are the only actors that
can capture this information in the metadata as the number of sources increases
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Req. Description Addresses

R1. The metadata management tools should allow data providers G3, G4,
to capture domain expertise (i.e. semantic knowledge) as well G5,

as technical expertise (i.e. data schemas and statistics) in P1, P3,
their models. P4, P5

R2. The resulting models should allow data products to be G5, G8,
connected on a data level, even when crossing domain or P5, P8
organisational boundaries.

R3. The resulting models should relate data products G3, G4,
semantically, even when crossing domain or organisation G5, P1,
boundaries. P3, P4

R4. Metadata should be created autonomously by data providers G2, G7,
and this should be as easy as possible. P2, P7

R5. The metadata management tools should allow data consumers G1, G6
to express data product requirements. P1, P6

Table 4. Five requirements were identified to help the actors reach their goals and
overcome their respective problems. For each requirement, the goals and problems
addressed by that requirement are shown in the final column.

(G3). At the same time, technical information, such as the data schema and
describing statistics, is still necessary to consume it effectively for a use case
(G5). Therefore, metadata management in decentral exchanges should allow
data providers to explain both types of properties in a human-readable (and
possibly machine-readable) manner within the same environment.

The second requirement (R2) has always been a main requirement for, and
indeed focus of, centralised (meta-)data management. Data warehouses, in par-
ticular, address this problem by tightly coupling schemas to a global mediated
schema [5]. Such an approach allows data consumers to easily consume and
combine data from different sources (G5). However, its reliance on a central bot-
tleneck (the mediated schema) makes it unsuited for decentral data exchanges.
Even if data products cannot be tightly coupled to a single cross-domain schema,
the metadata management tools should make it easy for data providers and con-
sumers alike to connect (the schemas of) different data products.

The next requirement (R3 shows that, for the semantic information to be
truly effective in helping data consumers find, understand and consume data
products (G4, G5), it needs to relate to their domain knowledge. This helps
the data consumer understand the differences, similarities and nuances between
business processes that often involve similar business objects (e.g. cars) but
generate vastly different data and can greatly reduce the time and efforts required
to decide if- and how to use that data. Moreover, if the data provider succeeds in
relating their domain knowledge to that of the data consumer, it is more likely
that they can convincingly express the value of their data product (G3).
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The fourth requirement (R4) takes into consideration the previously noted
organisational “left shift” of responsibilities from the central data office to the
data provider that accompanies the transition toward a decentral data exchange
(G2). Reducing cognitive load for platform users is a problem from cognitive
science that has been well-researched for IT artefacts [24]. Therefore tools and
standards should be made available that enable data providers to create and
manage metadata autonomously, without direct interference from the platform
providers (G7). In this sense, data products mirror microservices, which are
designed to be self-contained.

The final requirement (R5) is not as prominent in academic literature. Still,
it becomes apparent when realising that innovation in (meta)data management
in most industrial settings is driven by data consumers, who feel existing short-
comings most acutely. Allowing data consumers to express and incentivise the
creation of new data products (G6) allows faster data product development and
more accurate prioritisation by the data provider (G1).

5.3 Proposed Solution

Based on existing literature and tools, we believe that a metadata management
approach based on semantic web technology has the potential to address all
the requirements identified above. In particular, envision an approach like the
one suggested by Hooshmand et. al. [11]. They create a knowledge graph using
domain ontologies, as well as a global ontology to describe business objects and
their relations. The ontologies can capture both technical and semantical data,
and data products can be added as entities by each domain and related through
the graph in one of four ways, which are shown in fig. 3:

1. A direct relation between two data products, either technical or semantic.
For example, two data products share some feature(s) that allows for ‘join’
operations, or two data products come from the same business process or
operational system.

2. When both data products are in the same domain, they should be relatable
through the domain ontology.

3. When the data products are from different domains, a global ontology that
connects domain ontologies can help to create a relation between them.

4. As previous relations are saved in the model, it becomes possible to connect
two data products through a third data product.

It is important to note that each new connection that is found reinforces
the knowledge graph and improves future interoperability and findability. For
example, whenever a new direct relation is found, the platform providers can
use this to update the relevant domain or global ontologies. Vice versa, every
time a new relation is deduced through 2-4, this adds a new direct relation
between the two data products. This combination of bottom-up and top-down
interoperability removes the bottleneck of monolithic approaches that can only
rely on top-down interoperability.
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Fig. 3. A high-level overview of metadata management with semantic web technology.
There are four ways to connect data products, and the figure shows these in different
colours. Domain ontologies define classes that can connect different data products inside
a domain. Similarly, a global ontology is used to define more abstract classes of entities
that persist across the company and can connect classes from the different domain
ontologies. Every time two data products are connected through an ontology (2 and
3), this also creates a direct connection. Every time two data products are connected
directly (1 and 4), this provides an opportunity to improve the relevant ontologies.

5.4 Validation

To validate that our proposed approach addresses all of the requirements iden-
tified in section 5.2 we developed several scenarios that encompass the problems
and goals identified above. Alongside these scenarios, we created mock-ups to
illustrate how our proposed solution meets these requirements. These scenarios
and the mock-ups were first discussed and refined with the DMIT. Afterwards,
they were presented to an audience of over 50 IT experts from across the com-
pany, whose feedback confirmed the validity of our approach.

In order to preserve space, we discuss below each of the requirements and
how they can be addressed with our proposed solution. We have provided the
mock-ups separately in an online repository at:
https://anonymous.4open.science/r/Data-Product-Interoperability- E633.

R1: The ability of knowledge graphs to combine technical and semantic in-
formation is well documented. To illustrate this for our experts, we created a
scenario whereby data was collected from different garages that worked with the
automotive manufacturer. Our mock-ups showed how the garages could create
human-readable metadata using existing standards and other data products as
a starting point. At the same time, they illustrated the freedom of the garages
to deviate from these standards when their context or data differed from them.
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R2 & R3: Although knowledge graphs are famous for connecting semantic rela-
tions, they are quite capable of connecting schemas. Our mock-ups show what
these relations look like for both cases. Additionally, fig. 3 visualises how the use
of domain- and global ontologies can lead to increased interoperability.

R4: Without focusing on specific tooling, we create mock-ups to show how pre-
vious information can aid the data provider with metadata creation. Our mock-
ups illustrate how a data provider can find related entities in the knowledge
graph (both data products and business objects). These entities, combined with
the existence of standardised templates, can greatly aid the process of creating
metadata.

R5: We present a scenario where a data consumer wants to consume similar
data from many different data providers. By starting small, the data consumer
can create a single data product in collaboration with a data provider first.
Afterwards, the finished data product can work as a template for future data
providers who can easily see how it will be consumed and what is expected. In
addition, we note the paper mentioned in section 2 that describes how semantic
web technology can be used for demand-driven data provisioning [22].

6 Discussion and conclusion

Regarding the contributions mentioned in section 2 we now discuss some of the
most surprising insights that result from our work. The requirements we found
were mostly consistent with those mentioned in existing literature, but the goals
and problems that underlie them had not yet been discussed in detail before.
Moreover, we found that an important requirement for practitioners that has
been mostly overlooked in academia is the need to assign priorities to data assets
that need to be transformed into data products. This prioritisation has two sides:
the data providers want to validate their efforts, effectively ensuring that their
created data products will be consumed. Similarly, however, data consumers
want to express their needs for new data products. Literature on decentral data
exchanges seems to have mostly overlooked these goals; only Stach et. al. have
investigated this problem in the context of data lakes [22].

Our second finding is that creating proper data providers is a major challenge
for organisations trying to transition to decentral data exchanges. Although this
may not be a novel insight, the implications this challenge has on metadata
management are. Ease of use has already been mentioned in academic literature.
However, we find that metadata management tools should also make it easy for
data providers to use existing resources (e.g. ontologies or data products) as a
template. At the same time, the use of these templates should not be enforced
too rigorously, and it should be easy for data providers to deviate from them
whenever their ground truth demands it.

Finally, we confirm our hypothesis that semantic web technology is well-
suited for metadata management in decentral data exchanges. Approaches based
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on knowledge graphs and ontologies work well with the decentral approach and
are also capable of combining semantic and technical metadata into a single
entity. Moreover, plenty of solutions exist that show how semantic web technol-
ogy can be presented in a human-readable manner. Moreover, the fact that it
is machine-readable opens the door for the development of automatic interoper-
ability tools.

We acknowledge the several threats to the validity of our experiments and
conclusions. First, concerning the internal validity, we note that no true data
providers existed yet, in the sense that data was provided autonomously by do-
main teams for one or more external data consumers. We addressed this concern
by interviewing extra platform providers and focusing our efforts on those who
worked directly with domain teams. A threat to our findings’ external validity is
that they are founded on investigations inside a single company. To address this
concern, we ground the findings in academic literature wherever possible. Addi-
tionally, we intend to follow up on our findings with a survey with participants
across many organisations.

In this paper, we investigated metadata management for decentral data ex-
changes. We consider the state of the art as described in the literature and find
that there has been almost no investigation of this phenomenon, especially for
internal decentral data exchanges. We supplement the requirements posed by
frameworks such as the data mesh with goals, problems, and requirements for
industry and argue how a solution based on semantic web technology could be
the way forward. In our future work, we intend to establish the external validity
of our findings by surveying more professionals across different organisations.
Additionally, we look forward to going beyond mock-ups by implementing and
evaluating a tool for metadata creation based on our proposed solution.x
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